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Summary
ÅMotivation: Block traces collected on old systems (a decade ago HDDs) 

can make system analysis significantly different from the modern systems

ÅChallenges: Trace reconstruction is high-cost work and inaccurate

ïApplication execution requires prohibitive resources; thousands of 
users, large-scale computing systems (impractical)

ïOverly-simplified methods are excessively imprecise due to lack of 
runtime contexts

ÅGoal: Accurately reconstruct workloads without application execution

ÅSolutions: Hardware/Software co-evaluation method

1. Software method: Infer runtime contexts from existing block traces

2. Hardware method: Remaster storage traces; aware of target system

ÅEvaluation:

ïTraceTrackerinfer runtime contexts 99%, 96% for number of 
occurrences and total periods, respectively

ïApply TraceTrackerto 577 open-license block traces
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Evaluation Methodology

ÅEvaluation node 
ÅAll-flash array (by grouping four NVM Express SSDs)

ÅTarget block traces
Å577 of large-scale block traces (around 2007~2009)

ÅReconstruction techniques 
ÅAcceleration: Reconstruction by shortening Ὕ
ÅRevision: Replaying block trace on all-flash array
ÅFixed-th: An advanced revision method by inferring Ὕ
with a fixed threshold
ÅDynamic: Reconstructions using our inference model, but 
with no post-processing.
ÅTraceTracker: Hardware/software co-evalution
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Evaluation #2: Inaccuracy of reconstruction 
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Conclusion

ÅWe’re preparing brand new traces for open-license!
Trace download is available at trace.camelab.org 

KANDEMIR : All-Flash Array based HPC Testbed

ÅTraceTrackeris trace reconstruction method which 
remasters the storage latency while maintaining 
runtime contexts of target traces.
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Inference Automation

Key idea: Mathematical analysis;
Maximum slope of CDF => Maximum of CDF’

Challenge: Non-derivative discrete CDF data
Solution: Use pchip-interpolation 

Challenge: High cost of interpolation
Solution: PDF methodCDF method

Accuracy <

Efficiency >
Find max slope of CDF(diff)
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1) Number of ╣░▀■▄occurrence: 99%
2) Total periods of ╣░▀■▄: 96% 


